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Abstract 
Automated crop recognition is an important branch of modern agriculture. It provides wide opportunities for cropland 

mapping, crop rotations analysis, cropland structure and agricultural land use monitoring, etc. Remote sensing is a 
prospective and powerful technique for crop recognition through the implementation of various vegetation indices, e.g., 
normalised difference vegetation index, in combination with technologies of machine learning and computer vision. Current 
study is devoted to real-world testing of the accuracy of recent development in supervised machine learning for crop 
recognition in Ukraine, namely, software application Agroland Classifier, which has been built based on the results of 
scientific research at the Institute of Climate Smart Agriculture of NAAS. The application utilizes several supervised machine 
learning approaches, namely, multiple canonical discriminant analysis and logistic regression, to distinguish between such 
crops as winter wheat, winter barley, winter rapeseed, grain maize, soybeans, and sunflower. The testing was carried out 
using randomly chosen labelled fields with known cultivated crops, 100 fields per each crop. Testing was carried out 
throughout all the territory of Ukraine. The input values of monthly normalised difference vegetation index were retrieved from 
Agromonitoring Crop Map platform. It was established that the highest precision of crop recognition was associated with 
wheat (overall accuracy of 82.0%, F1 score 0.90), while the worst results were recorded for soybeans (50.0% of true 
guesses, F1 score 0.67). It was also observed that the recognition accuracy is highly dependent on soil-climate conditions of 
the crops cultivation. Further detailed testing and algorithms improvement are required and will be held on. 

Keywords: Accuracy, Artificial intelligence, Discriminant analysis, F1 score, Logistic function, Normalised difference 
vegetation index, Sigmoid function 

Introduction
In the context of the current global food crisis, which is especially threatening with the background of climate 

change and increasing military activities, modern agricultural science must provide relevant and sufficiently 
substantiated solutions for solving the problem of malnutrition, low food availability and food quality deterioration. It is 
important to provide rational use of available natural resources so that no harm is done. Land cover and soil are crucial for 
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food production, as agricultural activity is almost impossible without them. Thus, the development of responsible, climate 
smart and environmentally friendly approaches to land use is essential for sustainable development and food security. 
Current agro technologies and land use practices are often threatening ecological sustainability, and lead to irrational 
nature use, and at the same time provide no befits for food crisis solution (Yang et al., 2024). Rational land use is 
impossible without croplands account and conditional assessment, in which remote sensing technologies are quite 
promising, helping to obtain necessary information without soil, land and plant disturbance, timely, and with high 
precision. Cropland monitoring and mapping are important for rational land use policy formation, optimization of land 
and soil cover use, improvement of crop rotation structure, general enhancement of ecologically responsible crop 
cultivation, tracing the directions of promising developments in crops cultivation and marking current trends and faults 
in crop production. For example, irrational and hazardous strategies for the replacement of natural forests with 
agricultural lands in the recent decades in Africa and South America were discovered by the means of crop mapping 
technologies and analysis (Potapov et al., 2022). 

One of the recent fields of remote sensing application in agricultural and environmental sciences is cropland 
monitoring in general and crop recognition and mapping in particular. As far as on land direct surveys are still carried out, 
they require too much manpower, costs, and time to map a comparatively small parcel of land area. With remote sensing, 
this operation could be performed in hours, if not in minutes, for areas of almost any scale. Recent studies show that in 
recent years the amount of scientific research in the field of application of remote sensing techniques in combination with 
geoinformation technologies and mathematical approaches to data analysis is continuously growing from just 1 to 2 
studies per year published since the 2000s to 28 to 77 studies per year in 2018-2022 (Alami Machichi et al., 2023). This is an 
indirect approval of the importance of remote sensing application for crop recognition and mapping. Most of the studies 
are carried out in China and the United States, with slightly less share in developed western European countries. Spatial 
imagery from the Sentinel and Landsat satellites is predominant as input for the study conduction; as for the 
mathematical computation procedures, the artificial intelligence-based approaches are the most prominent. It is not 
surprising, especially considering the recent success of artificial intelligence in other branches of agriculture (Lykhovyd et 
al., 2024). As for crop classification and recognition, machine learning approaches are utilized, namely, parametric 
learning, non-parametric learning, supervised and non-supervised deep learning models within the frameworks of 
convolutional neural networks of different architecture and structure, support vector machine, long short term memory 
networks, as well as more conventional models like random forest. Also, different approaches to pre-processing of the 
spatial images are applied, influencing the overall accuracy rates of recognition. In general, crop mapping and crop 
guessing precision fluctuate from 75% to 90%-95% (Alami Machichi et al., 2023). Using different approaches to image 
processing and using different input vegetation indices or their combination have a strong influence on crop recognition 
accuracy. The most widely used vegetation index is the normalized difference vegetation index, which in our opinion, is 
the most optimal one for the purpose due to its high availability on different platforms and great flexibility of use for crop 
canopy cover identification and characterization (Tenreiro et al., 2021). 

The aim of this study was to evaluate the overall accuracy of Agroland Classifier an HTML based cloud application 
with supervised machine learning approaches for major crops recognition based on the remotely sensed normalised 
difference vegetation index values during the growing season. The application was developed by the scientific team from 
the Institute of Climate Smart Agriculture of NAAS, Ukraine, mainly for the needs of the stakeholders and farmers, which 
provide their activity in the Steppe zone of the country. However, in this study, the assessment was performed throughout 
all the territory of Ukraine, using the labelled fields and ready to use spatial imagery. 

Materials and Methods 
The testing of the Agroland Classifier application, which uses several supervised machine learning algorithms 

(multiple canonical discriminant functions and logistic regression sigmoid functions) to recognize agricultural plants was 
carried out for six major crops, cultivated in Ukraine, namely winter wheat, winter barley, winter rapeseed, sunflower, 
soybeans, and maize (Lykhovyd, 2024). Each crop was represented by 100 labelled fields, located in different regions of 
Ukraine (600 investigated fields in total, the initial data set could be provided by the authors on reasonable request). The 
marginal coordinates in Google Maps format for each crop studied are presented in tab. 1. The values of the normalised 
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difference vegetation index were retrieved from the online platform Agromonitoring Crop Map. The platform provides the 
smoothed monthly time series of the index, based on the common assessment procedures of cloudless satellite images 
from Sentinel 2 and Landsat 8 sensors with a resolution of 250 m. Index values were entered into the corresponding cells 
of the application, as guided by the built-in program instructions. The classification results achieved were fixed and 
further generalized for each crop to calculate the general percentage of correct guessing and the magnitude of the absolute 
error. Interpretation of the accuracy testing was carried out as guided by (Vivas et al. 2020) as follows: error <10% is 
evaluated as a highly accurate prediction; 10%-20% good prediction; 20%-50% reasonable prediction (more useful for 
theoretical rather than practical implementation); >50% inaccurate prediction (the model is unreliable, should be revised). 
At the end, the F1 score, representing the harmonic mean of precision and recall, was calculated (Taha and Hanbury, 2015). 
The closer to 1.0 the F1 score is, the higher the precision of the predictive model. In addition, the highest incidence of 
mixing up crops was estimated for each recognition group. General methodological workflow of the study is depicted in 
fig. 1. 

Figure 1. Methodological workflow of testing the Agroland Classifier accuracy in crop recognition. 

Results and Discussion 
As a result of the software testing, it was established that the accuracy of the studied crops recognition was strongly 

dependent on the type of agricultural plants. The highest accuracy was recorded for sunflower and winter wheat crops, 
while the worst percentage of true guessing was attributed to soybeans (Tab. 1). There are several additional factors that 
must be considered while analysing the study results. First, it should be stressed that the study was carried out throughout 
Ukraine, while the machine learning models, used in the Agroland Classifier, have initially been developed for the 
conditions of the Steppe zone. Therefore, in the course of the research it was established that crop guessing worsened with 
the movement away from the zone of the Steppe of Ukraine. As soil and climate conditions are extremely different in the 
south central and west northwest parts of Ukraine, it is not surprising that the models failed to distinguish the crops in 
unfamiliar conditions, because Agroland Classifier uses supervised machine learning, and in the changing conditions the 
models are highly likely to need additional calibration and adjustment. Second, it should be stressed that the tests were 
carried out without subdivision on the irrigated and rainfed conditions of the cultivation of agricultural plants. As long as 
irrigation significantly shifts the patterns of the normalised difference vegetation index distribution throughout the 
growing season, it could become an additional source of error and incorrect guessing of the crops. This hypothesis can be 
supported by the fact that the highest percentage of error was recorded for soybeans and maize, which are crops that are 
cultivated massively under irrigated conditions. While sunflower and winter wheat, which are less represented on the 
irrigated lands, were recognized the best. High errors for rapeseed crops could also be put upon the features of the crop 
blooming, when its reflectance characteristics because of bright yellow colour of the crop’s inflorescences are easily 
distorted. As for winter barley, it was not surprising to see that this crop was frequently mixed up with winter wheat, as 
their growing patterns are quite similar.  
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Table 1. The results of Agroland Classifier Testing. 

Crops Google Coordinates (max-min amplitude) Error Percentage/F1 Highest Coincidence Prediction Probability 

Maize 46.212-50.087, 26.089-35.384 48.0/0.68 Sunflower Reasonable 

Soybeans 45.451-48.913, 29.209-35.543 50.0/0.67 Sunflower Reasonable 

Sunflower 46.236-48.547, 30.374-35.289 19.0/0.90 Maize/soybeans Good 

Wheat 46.051-49.563, 26.524-34.965 18.0/0.90 Rapeseed Good 

Barley 46.344-50.776, 25.046-34.421 47.0/0.69 Wheat Reasonable 

Rapeseed 46.309-51.490, 24.881-35.211 41.0/0.74 Wheat/barley Reasonable 

Generalized 45.451-51.490, 24.881-35.543 37.2/0.76    Reasonable 

In terms of F1 score, the tendency is the same. The best F1 score was recorded for winter wheat and sunflower, 
while the worst for soybeans and maize. However, the F1 score testifies good prediction accuracy of the models for wheat, 
sunflower, and rapeseed, as well as good general accuracy of 0.76. Compared to other scientific approaches and machine 
learning algorithms, it should be pointed out that supervised machine learning is usually inferior to non-supervised deep 
learning. This is mainly because of some limitations, connected with supervised learning, which uses labelled datasets to 
build a model. Supervised algorithms are unable to ‘learn’ in the full sense of this word. Therefore, as was mentioned 
before, they are highly vulnerable to changes in conditions and require continuous calibration. General accuracy of the 
Agroland Classifier was estimated as 62.8%. This figure varies depending on the crop. The generalized F1 score reached 
0.76, which is good enough to justify the implementation of the software in scientific work and in some cases even in 
practice. 

Compared to other similar studies, the algorithms embedded in the Agroland Classifier framework provide 
competitive results, which are just slightly inferior to other supervised learning techniques. For example, the study by 
(Latif 2019) testifies that the robust decision tree based approach to crop recognition, implemented in the conditions of 
Pakistan, using UAV time series of the normalised difference vegetation index provided an overall accuracy of just about 
76%. Another study, which describes the results of machine learning based crop recognition using remote sensing 
imagery, claims that object based crop classification resulted in an overall accuracy of 75.4% (Tian et al., 2021). Much better 
results were reported by (Zheng et al. 2015), where a more robust machine learning technique of a support vector machine 
was used to distinguish between irrigated crops. The overall accuracy reached 86%, and it was also stated that the labelled 
learning approach not only can reduce the training data set but also provides more consistent and accurate predictions in 
crop recognition. In the study by (Shao et al. 2010), Kappa coefficients for the crop recognition model, which was built on 
the basis of MODIS NDVI time series, fluctuated within 0.69-0.74 depending on ecological conditions of the studied 
regions? Using an artificial antibody network to recognize crops depending on the NDVI patterns resulted in an output 
precision of 83.5%-87.1% in the study by (Hao et al. 2016). There is a lack of scientific evidence on the use of simpler 
machine learning methods, e.g. logistic and discriminant functions, for crop recognition and classification. Furthermore, 
some researchers provided scientific evidence for the use of novel, specifically developed, vegetation indices to perform 
crop recognition, for example, the Normalised Difference Yellow Vegetation Index (NDYVI), which was shown 
to outperform NDVI in the classification between wheat and rapeseed (0.85 vs. 0.83), maize and soybeans (0.91 vs. 
0.84). However, it should be noted that pairwise recognition patterns are much easier held by models, comparing to multi 
crop recognition systems, thus, additional evidence in multi-crop studies in different agro ecological conditions are 
required to substantiate the replacement of conventional spatial vegetation indices with NDYVI (Wei et al., 2024). 

Conclusions 
The machine learning algorithms, realized within the framework of Agroland Classifier, provides good recognition 

accuracy for winter wheat and sunflower. As for the other crops, the accuracy falls within the range of reasonable 
prediction, with the highest error fixed for soybeans, and the smallest for winter rapeseed. It was also established that 
maize and soybeans are most frequently mixed up with sunflower, while winter barley is mixed up with wheat, and winter 
wheat – with rapeseed. The machine learning algorithms, laid in the basis of Agroland Classifier are far from perfect, but 
their general performance (generalized error of 37.17%) is reasonable. Another important fact is that the application was 
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originally developed for the Steppe zone of Ukraine, and the test was performed throughout all the territory of Ukraine. 
Therefore, soil and climatic differences could be to some extent to blame in lowering the program performance in crop 
recognition. 
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